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ABSTRACT. In recent years, the field of telecommunications began to move toward Voice
over Internet Protocol (VoIP) technology. VoIP technology applications generate packets
with small payload sizes to minimize packetization delay. That is, increasing the header
overhead wastes the network link bandwidth. Packet multiplexing is a mechanism to im-
prove the exploitation of network link bandwidth. Various multiplexing mechanisms are
proposed to improve link bandwidth exploitation when using RTP/UDP protocols. This
paper proposes an efficient multiplexing mechanism, called ITTP Multiplexing (ITTP-
Muz). Unlike previous mechanisms, ITTP-Mux mechanism multiplezes VoIP packets
when using ITTP protocol, not RTP/UDP. In addition, the ITTP-Mux mechanism as-
sembles VoIP packets, which exist in the same path, in a single IP header instead of an
IP header to each packet. Therefore, header overhead is lessened and network link band-
width is saved. ITTP-Mux also adds 1-byte mini-header to each packet to distinguish the
assembled packets. The proposed ITTP-Mux mechanism is simulated and compared with
the traditional ITTP protocol (without multiplexing) using five factors, namely, number
of calls, goodput, header overhead, bandwidth usage, and saved bandwidth. Based on all
these factors, ITTP-Mux mechanism outperforms the traditional ITTP protocol. For ex-
ample, the result shows that bandwidth usage is improved by up to 29.1% in the tested
cases.
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1. Introduction. The telecommunications sector underwent a considerable revolution
in the past decade. The voice telecommunications sector is changing from traditional
cellular and landline systems to Voice over Internet Protocol (VoIP) [1]. The unexpected
demand for VoIP has brought about a popularity explosion, which has induced most
telecommunication service providers to adopt VoIP technology. Businesses, universities,
and enterprises have also adopted VoIP technology and invested in its development [2].
The main reason for this unexpected demand is the ability of VoIP to allow local and over-
seas calls to be made anywhere in the world at rates cheaper than those from traditional
cellular and landline systems [2,3]. However, numerous obstacles hinder the development
of VoIP technology. Besides the potential QoS issues, VoIP technology suffers from the
inefficient bandwidth exploitation of network links because of the considerable header
overhead of the VoIP protocol [4-6].

Many VolIP protocols are used in the communication process, such as media transfer
protocols [7,8]. Media transfer protocols, such as Real-time Transport Protocol (RTP)
and Internet Telephony Transport Protocol (ITTP), are used to transfer voice data be-
tween call parties [4,9]. The 12-byte RTP typically works in conjunction with the 28-byte
UDP/IP (8-byte UDP and 20-byte IP) to transfer VoIP data. However, the 40-byte

2063



2064 M. M ABUALHAJ

RTP/UDP/IP adds a substantial header overhead to the typical 10- to 30-byte VoIP
packet payload, causing inefficient bandwidth exploitation [6,8,10]. To solve this prob-
lem, the 6-byte I'TTP was designed as a dedicated transport protocol to carry VoIP data,
thus replacing RTP/UDP protocols [4,9]. The typical ITTP VoIP packet consists of a
26-byte ITTP/IP header. Although ITTP lessens the header overhead the RTP/UDP
protocols cause, the header overhead is still substantial compared with the 10- to 30-
byte VoIP packet payload. Thus, the bandwidth links are consumed by carrying header
(non-useful) data.

A considerable number of VoIP packets move over network links [6,11]. Therefore,
VoIP packets consume a significant amount of network link bandwidth. However, net-
work links, especially WAN links, are costly enough to be worthy of efficient bandwidth
exploitation. Hence, efficient bandwidth exploitation is a main priority of VoIP technol-
ogy [4,5]. Several mechanisms are developed to improve VoIP bandwidth exploitation
[6,11]. Packet multiplexing is one of these mechanisms [6,12,13]. The principal idea of
packet multiplexing is to assemble multiple payloads of packets in one header, which
lessens header overhead and improves bandwidth exploitation [6,14]. This study presents
a new multiplexing mechanism that assembles a number of ITTP VolP payload packets
from multiple sources existing in the same path of only one IP header. Thereby, header
overhead is lessened and bandwidth exploitation is improved.

The rest of this paper is organized as follows. In Section 2, we introduce the back-
ground. In Section 3, we display related works. In Section 4, we explain the proposed
multiplexing mechanism, namely, [TTP Multiplexing (ITTP-Mux). In Section 5, we show
the simulation details of ITTP-Mux, as well as present and discuss the results. Finally,
we conclude the paper in Section 6.

2. Background. In this section, we review the voice codec, which is relevant to this
work.

A voice codec converts voice data from analog to digital by compressing digital voice
data and converting these to small frames (VoIP packet payload) that vary between 10
and 30 bytes depending on the codec [7,10]. Table 1 shows examples of the VoIP codecs.
A codec generates small frame sizes because a frame is generated only after voice signals
are captured and encoded in the time period of a frame. The time period of the frame
and the network delay should be within the acceptable end-to-end delay. Increasing the
frame size will increase the time period of the frame, and thus increase the end-to-end
delay. Accordingly, a small time period for a frame period produces a small frame size

[5,6].

3. Related Works. Several multiplexing mechanisms were proposed to save bandwidth.
This section discusses some of these mechanisms.

TABLE 1. Examples of VoIP codecs

Codec | Frame size (ms) | Frame size (B) | Bit rate (kbps)
G. 728 5 10 16
G. 726 5 15 24
LPC 20 14 5.0
G. 723.1 30 24 6.3
G. 729 10 10 8
G. 723.1 30 20 5.8
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Hoshi et al. proposed one of the first VoIP stream multiplexing mechanisms in 1999
[15]. The proposed mechanism assembles a number of VoIP streams from multiple sources
that exist in the same path in only one UDP/IP header. The multiplexing technique falls
between the UDP and RTP layers and requires no extra header. The resulting multiplexed
packet is composed of one UDP/IP header and multiple RTP headers with a VoIP frame.
Therefore, this method lessens the header overhead that results from the 28-byte UDP/IP
attached to each packet. The implementation of this mechanism showed that bandwidth
employment was improved by 40%.

Another multiplexing mechanism was proposed by Subbiah et al. in 1999 [16]. Unlike
previous mechanisms, this mechanism assembles a number of VoIP streams from multiple
sources that exist in the same path in only one RTP/UDP/IP header. The multiplexing
mechanism of this mechanism falls between the RTP layer and the voice payload. There-
fore, a new extra header is required. A 2-byte mini-header is added to each audio frame to
distinguish the multiplexed voice frames. The resulting multiplexed packet is composed
of one RTP/UDP/IP header and multiple mini-headers with a VoIP frame. This method
lessens the header overhead that results from the 40-byte RTP/UDP/IP attached to each
packet. The implementation of this mechanism showed that the header overhead was
lessened by 50% to 80%, depending on the VoIP frame size.

Sze et al. addressed the VoIP stream multiplexing mechanism in 2002 [5] by propos-
ing a mechanism that combines header compression and stream multiplexing. Initially,
the RTP header in each VoIP packet is replaced with a 2-byte compressed mini-header.
The resulting chunks are then multiplexed into one UDP/IP header. The multiplexer
and the demultiplexer create mapping tables to ensure that the compressed mini-headers
are rebuilt at the demultiplexer. The resulting multiplexed packet is composed of one
UDP/IP header and multiple compressed headers with a VoIP frame. This method sig-
nificantly lessens the header overhead. The implementation of this mechanism showed
that bandwidth employment was improved by 72%.

A mechanism that combined packet multiplexing and compression, named MuxComp,
was proposed by Abu-Alhaj et al. in 2009 [3]. MuxComp mechanism proposes a frame-
work to multiplex voice packets and then compress the resulting multiplexed packet. The
mechanism consists of two separate entities: MuxCmp and DCmpDMux. First, the Mux-
Cmp entity at the sender side combines several VoIP packets from different sources that
are destined to the same destination in one packet. The MuxCmp entity then compresses
the resulting multiplexed packet to lessen the overall packet size. At the receiver side, the
DCmpDMux entity decompresses the received packets, demultiplexes each packet to the
original packets, and dispatches these packets to their destinations. Multiplexing multiple
VoIP packets lessens the header overhead and provides the opportunity to compress the
packets again, which decreases overall packet size and lowers the consumed bandwidth.

In 2010, Abu-Alhaj et al. proposed the Delta-multiplexing mechanism [14], which
combines packet multiplexing and payload compression. Delta-multiplexing lessens the
header overhead and assembles a number of VoIP streams in one UDP/IP header. This
mechanism also lessens the size of the packet payload by transferring the difference of
the successive packet payloads. A 2-byte mini-header is needed to return the packet
payloads to its size. The 2-byte mini-header falls between the UDP layer and the RTP
layer. The resulting multiplexed packet is composed of one UDP/IP header and multiple
mini-headers with an RTP header and a compressed voice frame. The Delta-multiplexing
mechanism greatly lessens the header overhead. The implementation of this mechanism
showed a bandwidth saving between 68% and 72%, depending on the VoIP frame size.

The aforementioned VoIP stream multiplexing mechanisms significantly improved VoIP
bandwidth exploitation. These mechanisms were proposed to save bandwidth when using
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RTP/UDP protocols. However, none of the multiplexing mechanisms were implemented
with the ITTP protocol as a new protocol. In this paper, we propose a new multiplex-
ing mechanism called ITTP-Mux. Unlike the aforementioned multiplexing mechanisms,
ITTP-Mux is implemented over the ITTP protocol. The ITTP-Mux mechanism also adds
the multiplexing layer between the I'TTP and the IP layers, which multiplex the ITTP
streams in a single IP header and keeps a separate ITTP header in each packet of each
stream. Furthermore, [ITTP-Mux adds 1-byte mini-header with stream ID to each packet
to distinguish the packets in the multiplexed streams.

4. TTTP-Mux. This section presents the design of the proposed ITTP-Mux mechanism.
The ITTP-Mux mechanism achieves competent bandwidth exploitation. The principal
idea of the ITTP-Mux mechanism is to assemble several ITTP VoIP packets from different
streams to the same VoIP gateway into a single IP stream. This method lessens the packet
header overhead that results from the IP header attached to each packet, thus improving
bandwidth exploitation. Figure 1 shows a scenario where the ITTP-Mux mechanism
achieves high bandwidth exploitation.

4.1. ITTP-Mux architecture. The I'TTP-Mux architecture consists of a Stream Mul-
tiplexer (S-Mux) located in the sender gateway and a Stream Demultiplexer (S-DMux)
located in the receiver gateway. S-Mux performs stream packet multiplexing, whereas
S-DMux performs stream packet demultiplexing.

4.1.1. Stream packet multiplering. The S-Mux at the sender gateway performs a set of
procedures to achieve packet multiplexing. It initially collects the packets received at the
sender gateway and checks their destinations to assemble the payload of packets destined
to the same destination gateway. S-Mux then extracts the packet payload, which consists
of the I'TTP header and an audio frame. Subsequently, a 1-byte header, called the mini-
header, is attached to the extracted payload, which constitutes a small packet called the
mini-packet. Figure 2 shows the format of the mini-packet. The resulting mini-packets are
assembled in one IP header, which constitutes a multiplexed packet called mux-packet.
Figure 3 shows the format of the mux-packet. Finally, the mux-packets are dispatched to
their destination gateways. Figure 4 shows the S-Mux in the sender gateway. Figure 5
shows a flowchart of the internal process of the S-Mux in the sender gateway.

4.1.2. Stream packet demultiplering. The S-DMux at the receiver gateway performs a set
of procedures to achieve packet demultiplexing. First, it collects the mux-packets received
from the sender gateway. Then it de-assembles the received mux-packets by inspecting
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the mini-header to recover the individual mini-packet. Afterward, the S-DMux eliminates
the mini-header of each mini-packet and reconstructs the original packet by adding the
IP header based on the information in the mini-header. Finally, the original packets are
sent to their destinations. Figure 6 shows the S-DMux in the receiver gateway. Figure 7
shows a flowchart of the internal process of the S-DMux in the receiver gateway.

4.2. Mini-header. The principal idea of the proposed ITTP-Mux mechanism is to re-
move the TP header of each packet and assemble the packet payload destined to the
same VoIP gateway into a single mux-packet of one IP header. Before assembling these
payloads, a 1-byte mini-header is added to each payload instead of the IP header, which
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constitutes the mini-packet. The ITTP-Mux at the receiver gateway uses this mini-header
to differentiate the mini-packets inside the mux-packet.

The mini-header consists of only one field called Stream ID (SID). The ITTP-Mux uses
SID at the receiver gateway to retrieve the destination address of the mini-packet. The
SID in a single mux-packet is unique. A mapping between the mini-packet destination
address and the corresponding SID is kept in a state table at the sender and receiver
gateways during call set-up.

The SID field size can vary based on the number of assembled mini-packets inside a
mux-packet. A 1-byte SID can assemble 256 mini-packets inside one mux-packet, which
clearly replaces the 20-byte IP header with the 1-byte mini-header, thus lessening the
header overhead problem and saving bandwidth.

4.3. Call set-up and SID selection. Phone calls over the IP network require a call
setup [17,18]. The call setup establishes a session between call ends. The call setup process
requires a small adjustment to conform the multiplexing in the VoIP streams between the
VoIP gateways. The adjustment in the call setup process selects a SID for each stream
and maps the SID with the stream destination address. The SID selection procedure is
conducted as follows.

1. After initiating the session between the two call ends, the S-Mux in the sender
gateway checks for the existence of a connection with the receiver gateway:

(a) If a connection exists with free SID, then a SID is selected and reserved for that
stream.

(b) If the two VoIP gateways have no connection or if all SIDs of the existing con-
nections are reserved, then a new connection is established between the two
gateways.

2. After selecting a SID for the call, the S-Mux keeps the SID and the callee address
(IP address and port number) in a table called state table. Meanwhile, the S-Mux
at the sender gateway sends the SID and the address information to the receiver
gateway.

3. Once the receiver gateway receives the SID and the address, it also keeps them in a
state table, which will be used when the voice data are being transmitted.

The process of SID selection must be conducted in both directions of the call. Table 2
shows the address information and the corresponding SID inside the state table.

TABLE 2. State table

VoIP Gateway Sender Side VoIP Gateway Receiver Side
Callee address Callee address

SID (IP address:port number) SID (IP address:port number)

70 10.207.160.1:4040 70 10.207.160.1:4040

13 10.207.160.2:4041 13 10.207.160.2:4041

90 10.207.160.5:4051 90 10.207.160.5:4051

92 10.207.160.6:4055 92 10.207.160.6:4055

5. Implementation and Performance Analysis. This section demonstrates the sim-
ulation model in which the ITTP-Mux mechanism was evaluated. It compares the band-
width usage efficiency of the ITTP-Mux mechanism with the conventional I'TTP protocol
(without multiplexing). The bandwidth usage efficiency of the ITTP-Mux mechanism and
the ITTP protocol was evaluated and compared based on three main factors: number of
calls, goodput, and header overhead.
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5.1. Simulation model. A simulation model was used to evaluate the efficiency of
[TTP-Mux mechanism bandwidth usage and was compared with the ITTP protocol. The
simulation model architecture contains two components of the ITTP-Mux mechanism:
S-Mux, which is located at the sender gateway, and S-DMux, which is located at the
receiver gateway. Each component uses a queue with a maximum size of 50. The S-Mux
and S-DMux are connected with a WAN link, which is simulated as a first-in first-out
queue. The processes of S-Mux and S-DMux are explained in Sections 4.1.1 and 4.1.2
respectively. The G.729 codec is assumed, in which the audio frame size is equal to 10
bytes.

The S-Mux multiplexes the received ITTP packets every T ms, where T is the mul-
tiplexing period. The maximum acceptable delay for a voice conversation is 150 ms. A
short multiplexing period lessens delay but increases header overhead because the S-Mux
assembles few mini-packets in each mux-packet. By contrast, a large multiplexing period
increases delay, but lessens header overhead [5,6]. A trade-off between header overhead
and delay should be considered. In this simulation, we assume the multiplexing period of
10 ms, which is similar to previous research.

The number of calls, goodput, and header overhead was investigated at various band-
widths between 100 and 500 kbps. The number of synchronous streams was increased
for each link bandwidth. The start of packet dropping indicates that the link is over-
whelmed. Therefore, the number of synchronous streams for each link is equal to the
number of streams before packet dropping starts. Thus, the number of calls, goodput,
and header overhead was calculated accordingly.

5.2. Number of calls. The number of synchronous calls of different bandwidths is shown
in this section. Figure 8 explores the number of synchronous calls for I'TTP-Mux mech-
anism and ITTP. The number of synchronous calls when using [ITTP-Mux mechanism is
greater than the number of synchronous calls when using I'TTP. In addition, the difference
in the number of synchronous calls increases when the available bandwidth increases.

==—|TTP =—e—ITTP-Mux
40
. 35 /
= 30
- 25 —
; 20 //
-g 15 /
2 10 /
5 —
0
100 200 300 400 500
Available Bandwidth (kb)

FiGURE 8. Number of calls

5.3. Goodput. Goodput was another factor used to evaluate the ITTP-Mux mecha-
nism; it was compared with ITTP. Goodput represents the amount of actual data (packet
payload) that the destination received. Equation (1) is used to calculate goodput:

ZRPkt * Pktps * 8

dput =
Goodpu 1000

(1)
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where Rpy; is the received packet, and Pkt,, is the received packet payload size. Fig-
ure 9 shows the goodput of the ITTP-Mux mechanism and the ITTP protocol. Better
bandwidth exploitation was attained when using the I'TTP-Mux mechanism than when
using the I'TTP protocol. Bandwidth exploitation increases with the available bandwidth
because most of the link bandwidth is used to convey the voice frames when using the
ITTP-Mux mechanism. By contrast, most of the link bandwidth is used to convey the
protocol header when using the ITTP protocol.

5.4. Header overhead. In this subsection, header overhead was used to evaluate the
ITTP-Mux mechanism compared with the I'TTP protocol. The header overhead ratio of
a specific bandwidth is the relative ratio between the sum of the header size of the packets
and the sum of the entire packet size of the packets. Figure 10 shows the header overhead
ratio of the ITTP-Mux mechanism compared with the ITTP protocol. The ITTP-Mux
mechanism shows a considerable decrease in header overhead compared with the ITTP
protocol. The header overhead ratio decreases when the available bandwidth increases
because the [TTP and IP protocols add 26 bytes of header to each payload. By contrast,
the ITTP-Mux mechanism only adds 1 byte of header to each payload and 20 bytes of IP
header to the entire mux-packet.

5.5. Bandwidth usage. In this subsection, the bandwidth usage, which is opposite to
the header overhead, was used to evaluate the I[ITTP-Mux mechanism compared with the
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ITTP protocol. The bandwidth usage ratio of a specific bandwidth is the relative ratio
between the sum of the payload size of the packets and the sum of the entire packet size
of the packets. Figure 11 shows the bandwidth usage ratio of the ITTP-Mux mechanism
compared with the ITTP protocol. The I'TTP-Mux mechanism shows a considerable
improvement in bandwidth usage compared with the ITTP protocol. The bandwidth
usage ratio also increases when the available bandwidth increases because the ITTP-Mux
mechanism only adds 1 byte of header to each payload and 20 bytes of IP header to the
entire mux-packet. By contrast, the I[ITTP and IP protocols add 26 bytes of header to
each payload.

5.6. Saved bandwidth. Saved bandwidth, the last factor used to evaluate the ITTP-
Mux mechanism, was also compared with ITTP. This factor shows bandwidth saving when
using the ITTP-Mux mechanism instead of the ITTP protocol (without multiplexing). As
illustrated in Figure 12, the ITTP-Mux mechanism shows considerable bandwidth saving,
which starts at more than 40% of the bandwidth when the number of calls is five and
increases with the number of calls. This result is attributed to the considerable bandwidth
wasted in transferring header data when using the I'TTP, as shown previously.

6. Conclusions. VoIP emerged in the last decade as a new technology in the telecom-
munications industry. VoIP technology applications transmit VoIP packets in small sizes,
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which increase header overhead of the packets and result in inefficient bandwidth exploita-
tion. In this paper, we proposed an efficient multiplexing mechanism called ITTP-Mux.
ITTP-Mux assembles the VoIP packets from different sources that exist in the same sin-
gle packet. The ITTP-performance of the mux mechanism was evaluated based on the
number of calls, goodput, header overhead, bandwidth exploitation, and saved bandwidth.
Based on these five parameters, the I'TTP-Mux mechanism outperformed the conventional
mechanism (ITTP without multiplexing). The five parameters reflect the bandwidth ex-
ploitation efficiency. In general, the simulation result showed that I'TTP-Mux improves
bandwidth usage by up to 29.1%.
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